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SOMMARIO/ABSTRACT

In questo articolo descriveremo JIGSAW, un algoritmo per
WSD di tipo knoweldge-based (basato su conoscenza) che
cerca di disambiguare tutte le parole presenti in un testo
utilizzando una risorsa lessicale. L’assunzione che sta alla
base dell’algoritmo è che una strategia specifica per ogni
parte del discorso (Part-Of-Speech) è più efficiente di una
singola strategia.

Word Sense Disambiguation (WSD) is traditionally con-
sidered a complex task. Advances in this field would
have a significant impact on many relevant web-based ap-
plications, such as information retrieval and information
extraction. This paper describes JIGSAW, a knowledge-
based WSD system that attempts to disambiguate all words
in a text by exploiting external lessical knowledge-base.
The main assumption is that a specific strategy for each
Part-Of-Speech (POS) is better than a single strategy. We
evaluated the accuracy of JIGSAW on EVALITA Word
Sense Disambiguation All-Word-Task, which consists in
tagging almost all of the content words within a corpus
containing about 5000 words extracted from the Italian
Syntactic Semantic Treebank. Nouns, verbs, adjectives and
a small set of proper nouns are semantically tagged with
senses obtained by ItalWordNet.
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1 JIGSAW

The goal of a WSD algorithm consists in assigning a word
wi occurring in a document d with its appropriate mean-
ing or sense s, by exploiting the context C in where wi is
found. The context C for wi is defined as a set of words
that precede and follow wi. The sense s is selected from
a predefined set of possibilities, usually known as sense
inventory. In the proposed algorithm, the sense inven-

tory is obtained from ItalWordNet, according to EVALITA
All-word-Task instructions. JIGSAW is a WSD algorithm
based on the idea of combining three different strategies
to disambiguate nouns, verbs, adjectives and adverbs. The
main motivation behind our approach is that the effective-
ness of a WSD algorithm is strongly influenced by the POS
tag of the target word. An adaptation of Lesk dictionary-
based WSD algorithm has been used to disambiguate ad-
jectives and adverbs [1], an adaptation of the Resnik algo-
rithm has been used to disambiguate nouns [4], while the
algorithm we developed for disambiguating verbs exploits
the nouns in the context of the verb as well as the nouns
both in the glosses and in the phrases that ItalWordNet uti-
lizes to describe the usage of a verb. JIGSAW takes as
input a document d = (w1, w2, . . . , wh) and returns a list of
ItalWordNet synsets X = (s1, s2, . . . , sk) in which each el-
ement si is obtained by disambiguating the target word wi

based on the information obtained from ItalWordNet about
a few immediately surrounding words. We define the con-
text C of the target word to be a window of n words to
the left and another n words to the right, for a total of 2n
surrounding words. The algorithm is based on three dif-
ferent procedures for nouns, verbs, adverbs and adjectives,
called JIGSAWnouns, JIGSAWverbs, JIGSAWothers,
respectively. Follows a short description of procedures
JIGSAWnouns and JIGSAWverbs, whereas the detailed
description for all procedure is in [2].

1.1 JIGSAWnouns

The procedure is obtained by making some variations to
the algorithm designed by Resnik for disambiguating noun
groups. Given a set of nouns W = {w1, w2, . . . , wn},
obtained from document d, with each wi having an asso-
ciated sense inventory Si = {si1, si2, . . . , sik} of possi-
ble senses, the goal is assigning each wi with the most
appropriate sense sih ∈ Si, according to the similarity
of wi with the other words in W (the context for wi).
The idea is to define a function ϕ(wi, sij), wi ∈ W ,
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sij ∈ Si, that computes a value in [0, 1] representing the
confidence with which word wi can be assigned with sense
sij . JIGSAWnouns differs from the original algorithm by
Resnik in several ways. First, in order to measure the re-
latedness of two words we adopted a modified version of
the Leacock-Chodorow measure [3], which computes the
length of the path between two concepts in a hierarchy by
passing through their Most Specific Subsumer (MSS). In
our version, we introduced a constant factor depth which
limits the search for the MSS to depth ancestors, in order
to avoid “poorly informative MSSs”. Moreover, in the sim-
ilarity computation, we introduced both a Gaussian factor
G(pos(wi), pos(wj)), which takes into account the dis-
tance between the position of the words in the text to be
disambiguated, and a factor R(k), which assigns sik with
a numerical value, according to the frequency score in Ital-
WordNet (more importance is given to the synsets that are
more common than others).

1.2 JIGSAWverbs

We define the description of a synset as the string ob-
tained by concatenating the gloss and the sentences that
ItalWordNet uses to explain the usage of a synset. First,
JIGSAWverbs includes, in the context C for the target
verb wi, all the nouns in the window of 2n words surround-
ing wi. For each candidate synset sik of wi, the algorithm
computes nouns(i, k), that is the set of nouns in the de-
scription for sik. Then, for each wj in C and each synset
sik, the following value is computed:

maxjk = maxwl∈nouns(i,k) {sim(wj,wl,depth)}
(1)

where sim(wj,wl,depth) is the same similarity mea-
sure adopted by JIGSAWnouns. In other words, maxjk

is the highest similarity value for wj wrt the nouns related
to the k-th sense for wi. Finally, an overall similarity score
among sik and the whole context C is computed:

ϕ(i, k) = R(k) ·
∑

wj∈CG(pos(wi), pos(wj)) · maxjk
∑

hG(pos(wi), pos(wh))
(2)

where both R(k) and G(pos(wi), pos(wj)), that gives a
higher weight to words closer to the target word, are de-
fined as in JIGSAWnouns. The synset assigned to wi is
the one with the highest ϕ value.

2 Experiments

JIGSAW is implemented in JAVA. Experiments were
performed by using the instructions for EVALITA WSD
All-Word-Task. The dataset consisted of about 5000
words. Precision and Recall are reported in Table 1.

The results are encouraging as regards precision, consid-
ering that our system exploits only ItalWordNet as knowl-
edge base. JIGSAW was compared only with the baseline

SY STEM P R attempted

UniBa Basile (JIGSAW) 0.560 0.414 73.95%
1st sense (baseline) 0.669 0.669 100%

Table 1: JIGSAW results on EVALITA All-Words Task

(for all words, the first sense in ItalWordNet is selected),
which achieves very high results. It is important to notice
that the process of WSD requires a pre-processing phase,
that includes lemmatization and POS-tagging, which intro-
duce errors influencing the recall. We have estimated the
lemmatization and POS tagging precision respectively to
77,66% and 76,23%.
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