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1 The Parser

Our parser is modelled after McDonald’'s hon—projecti
parser [2]. The parser computes all possible projective
pendency trees and chooses the one receiving the m
mum weight. Weights are determined in repeated ite
tions over training data. A difference is that labelling is n

matricesD) and\ . First the diagonals of the matrices are
initiated with 0; then all other cells are filled according tc

Ulxgs. (1) and (2) and their symmetric variants.
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1.2 Feature Representation

n/n deriving features, we used all information given in the
treebank, i.e. wordsa), fine-grained POS tag#d), com-
binations of lemmas and coarse-grained POS té3, (
and whether two tokens agre@gr= yes, no, don’t know).
We essentially employ the same set of features as [z

Ve¢gj = {w;, fp;, Icp;, w;, fp;, lep;, wyw;, w;lcp;, lep;w;,

ddepilep;, foilep;, fpifp;, fpifp;age;, fpi—1fpifp;—11p;,

afRi—110ifp;foj 11, foifpit1fpi—1fp;, fo,;f0; 1 1P, 1},

ra@nd token features for root words,. = {w,., fp,,lcp.}.

otFurthremore, we recorded the tag of each tokelmetween
fif@nds (¢;; = ¢i; U {fp,fp;fp,, }). All features but unary

relegated to a postprocessing step, but performed durirfg?

parsing proper [5]. We used the same parser in the shg
task of CONLL'07, but have now integrated some insigh
gained in working on the Italian track of CoNLL'07. Ir
particular, we switched off the second—order features
The parser is explained below, but more details about
parser can be found in [5].

1.1 Parsing Algorithm

For parsing, we adopt Eisner's bottom-up chart-pars
algorithm in McDonald’s [2] formulation, which finds
the best projective dependency tree for an input str
x = (x1,...,T,). We assume that every possible hea
dependent pait, j is described by a feature vectdr;;

with associated weights;;. Eisner’s algorithm achieves
optimal tree packing by storing partial structures in tw

44

ardgken features were optionally extended with direction ¢

tedependencyi(< j ori > j) and binned token distance
(i —jl=1,2,3,4,>5, > 10).

3]

tha-3 Structural Learning

For determining feature weightsy, we used online
passive—aggressive learning (OPAL) [1]. OPAL iterate
repeatedly over all training instances adapting weights
n@fter each parse. It tries to change weights as little as pos
ble (passivene¥swhile ensuring that (1) the correct trge
n@ets at least as much weight as the best parsegtieed
d-(2) the difference in weight betweey and ¢ rises with

1Agreement was computed from morphological features, viz. gende
number and person. We also added a nominative case feature to fir
VOverbs.
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the average number of errors dn(aggressivene$s This
optimization problem has a closed—form solution:

w(t""l) = w(t) —+ Tt(q)(w7y) - @(:E,'g))
where

w-®(z,9) —w-P(x,y) + /1 - LAS(y,9)
[®(z,y) — ®(z,9)]>

Having a closed—form solution, OPAL is easier to imple-

ment and more efficient than the MIRA algorithm [2
while still achieving a performance comparable to MIRA
on many problems [1].

Tt =

14 Learning Labelsfor Dependency Relations

| 2 Treebank Transformation

We applied our own conversion tool to derive CoNLL' 07
format from the original TUT representation format. First,
the input was converted to UTF 8. Then the informa
tion on each token line was distributed among the CoNL!
dlots (word form, lemma, fine-grained POS tag, coarse-
grained POS tag, morphological features). Empty nodes
were treated in this step as nodes of their own, indepe
dent of other nodes. Finally, information on the POS ta
of dependent and head was discarded in the deprel slot, as

.. the feature representation used in our parser isrich enough

to account for such interactions.

n
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tag combination, all the deprels of daughter nodes). In thit s e )y BN =h

way, the system could detect e.g. missing subjects. A
this step, empty nodes were inserted and a separate parsing
model was trained on this new input set.
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